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DETECTION OF CREDIT
CARD FRAUDS WITH MACHINE LEARNING SOLUTIONS:
AN EXPERIMENTAL APPROACH

C. Mabani, A.A. Tuskov, E.V. Shchanina

Purpose — propose an experimental way to create ML solutions to
the problem of detecting credit card fraud.

Method or methodology of the work: the article uses machine learn-
ing (ML) and data mining methods

Results: the paper showed that machine learning (ML) and data min-
ing techniques are effective in improving fraud detection accuracy. The
study proposes an experimental way to create ML solutions to the problem
aimed at minimizing financial losses by monitoring the client’s behavior
when using credit cards. The model is tested on a publicly available data-
set available to the research community in terms of detection accuracy.

The sphere of application of the results: in practice, it is advisable
to use the results when planning effective strategies for detecting fraud
in credit cards.

Keywords: fraud; credit cards, machine learning; experimental ap-
proach

OBHAPYKEHUE MOIIEHHUYECTBA C KPEAUTHBIMH
KAPTAMHU C IOMOIIBIO MAIIMHHOI'O OBYUYEHUA:
3KCNEPAUMEHTAJIbHBIN MOIXO0/]

K. Maboanu, A.A. Tyckos, E.B. Il]lanuna
Lenv — npednodxcums sKCnEpUMeHManbhbill cnocod cozoanus ML-

pewenuil npodemsbl 0OHAPYIHCEHUS MOUEHHUYECMBA ¢ KPeOUmMHbIMU
Kapmamu.
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Memoo unu memodonozus npoeedeHus padomul: 8 cmamve uc-
NOIbL30BAHBL MEMOObL MAWMUHHO20 0Oyuenust (ML) u unmeniexmyans-
HO20 aHAU3A OAHHBIX.

Pezynvmamol: 6 cmamve 6b110 NOKA3AHO, YO MEMOObL MAUWUHHO2O
obyuenusi (ML) u unmennekmyaipbHo20 anaiu3a OAHHbIX dhdexmueHol
8 NOGLIUEHUU TMOYHOCMU 0OHAPYICeHUs MOweHHuYecmsed. B uccie-
008aHUU NPeONIa2aemcst IKCHEPUMEHMAbHbII cnocob coz0anusi ML-
peuieHutl npoonembl, HANPAGIEHHbIX HA MUHUMUZAYUIO PUHAHCOBBIX
nomepsb nymem MOHUMOPUH2A NOGEOeHUsl KIUSHMA NPU UCHOTb308AHUU
Kpeoummuwix kapm. Mooenv mecmupyemcsi Ha 00uedocmynHom Habope
OAHHBIX, OOCMYNHOM OJisi UCCLE008AMENBCKO2O COOOUECBd ¢ MOYKU
3peHUst MOYHOCU OOHAPYIHCEHUS.

Oobnacmov npumeHnenus pe3yibmMamos: Ha NPaxKmuKe noIyyeHHvle
pe3yrbmamol YenecoodpasHo NPUMEHAMb NPU NAAHUPOSAHUU P ghex-
MUBHBIX CIMPAMe2uil BbISIGNEHUS MOUWEHHUYECMEA 8 KDeOUNHbIX Kapmax.

Knrwouesvle cnosa: mowennuuecmeo, Kpeoummvle Kapmul, MAauiut-
Hoe oOyuenue, SIKCHePpUMEHMATbHbIU NOOX00

Introduction

The global rate of online fraudulent transactions has grown to 1%
according to the UK finance report [26]. In the United States, fraudulent
claims only in healthcare and insurance led to financial losses amounting
to 98 billion and 300 billion a year, respectively. Machine learning (ML)
and Data Mining techniques were shown to be efficient to improve the
detection of credit card frauds, see e.g. [17, 5, 7].

An example of a real data set of credit card transactions made by the
EU cardholders in 2013 during 2 days includes 284,807 transactions in
which 492 or 0.17% transactions were recorded as fraud. This data set
has been made available for research. The data are represented by 31
variables made of principal components to make the data anonymous.
The variables Time, Amount and Class are made available. The Class
is the targeted variable, where 1 is fraud and 0 normal transaction. The
data set is unbalanced and so requires a special technique estimating the
detection accuracy, sensitivity and specificity [12, 2, 18]. The research
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on such a data set is limited because of using the principal components
which cannot be directly explained, as described in [13].

First we analyse Random Forest (RF) models well-known in the liter-
ature for provision of efficient solutions to real-world problems including
credit card fraud detection. In particular we analyse (i) how samples of
customer’s payment transactions impact the detection accuracy and (ii)
how a fraudulent transaction can be detected most reliably. According
to [2] the random forests perform better than other models such as ANN
which can be affected by noise and overfitting problems. The random
forest models are robust in handling missing values, noise. Such models
are easy to use because of a small number of parameters required to be
fitted to the given data set, as described in [4].

The imbalance in payment transaction data causes problems which
could be partly resolved by using sampling methods. The main strategies
are as follows: oversampling, undersampling, and synthetic generation
of data. In the related literature it has been reported that the best perfor-
mance is provided by the under-sampling strategy where the fraud rate
is increased by designing a balanced class distribution, that is achieved
by reducing a disproportion between the majority (normal) and minority
(fraud) classes of payment transactions. In most cases, the imbalanced
data make the specificity and sensitivity critical for fraud detection. An
increase in sensitivity reduces the false negative outcomes while increas-
ing the true positive detection [6].

Application of Hidden Markov Model transaction sequences are ad-
ditional features in models where correlations improve the detection ac-
curacy, as described in [14]. According to [27] a transaction aggregation
and descriptive features about the past periods allow for a 28% increase
in detection of fraudulent transactions.

Random Forest (RF) is a well-known ML technique which aggregates
decision tree (DT) models built on a given data set. Within this technique
DT models are randomised by using different combinations of explain-
ing variables as well as by using different data samples as shown in [3].

This paper describes an experimental approach based on the RF and
ML techniques to design solutions for detecting credit card frauds. With-
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in this study the frauds are detected by analysing the client’s purchasing
behaviour. Finally the designed models are analysed and compared in
terms of detection accuracy taking into account the fact that credit card
data are imbalanced.

Related work

Machine Learning concepts have been efficiently used for detection
of abnormal patterns [16, 15] and estimation of brain development [11,
25], trauma severity estimation and survival prediction [10, 21, 20], col-
lision avoidance at Heathrow [22], brain computer interface [24] as well
as in early detection of bone pathologies [1, 8].

The detection errors could be minimised by using a random walk
sampler based on Markov chains, as described in [9, 10]. Such methods
have provided reliable estimates of predictive posterior density distri-
bution, which is critically important for evaluation and minimisation of
risks in the presence of uncertainties [19, 23].

Methods and Data

The credit card data used in this study contains 284,315 legitimate
and 492 illegitimate transactions, showing an imbalance rate 0.0017. It is
therefore of crucial importance to find parameters of ML models which
will provide the maximal detection accuracy on such an imbalanced
data. In this study solutions developed within the RF framework have
been explored with the following range of parameters: (i) the number of
decision trees vary between 200 and 500, (ii) the number of explaining
variables was set in the range 5 to 25.

Receiver Operator Characteristic (ROC) curve is a graphical plot
used to show the binary classification outcomes. The ROC is construct-
ed by plotting True positive against False Positive rates. The TP rate
is a portion of data samples which are correctly detected as positive.
The False Positive rate is a portion of incorrectly detected events to be
positive being negative. The ROC curve depicts the trade-offs between
sensitivity and specificity. A curve close to the top left corner of ROC
indicates a better model performance. The closer the curve to the ROC
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diagonal line 50%, the less accurate the model. Evaluation of ROC is
made within the area under the ROC curve and the higher the AUC the
better for detection accuracy.

Results

The best performance in terms of confusion matrix has been achieved
with a model providing the detection error 0.04 and true positive rate
0.194. Fig. 1 shows the fitting (training) error over the number of deci-
sion trees in the RF model.
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Fig. 1. Training error over the number of decision trees
in the Random Forest model

We can see that the error rate drops down with the number of DT mod-
els and becomes stable after 200 trees. It is unlikely that the use of a larg-
er number of DT models could further improve the detection accuracy.

Fig. 2 shows a distribution of the number of DT nodes in the designed
RF model. The number largely varies from 80 to 160 nodes with a mean
value around 130 nodes.
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Fig. 2. Distribution of Decision Tree nodes in the designed Random Forest model

The performances of ML techniques applied to the imbalanced problem
are critically dependent on parameters of models and imbalance strategies.
The oversampling strategy increases the rate of positive transactions to the
same value as in the negative (normal or legitimate) transactions. Accord-
ing to our observations shown in Table 1 the oversampling strategy has the
smallest sensitivity, defined as True Positive rate, 0.7770. In contrast, the
under-sampling strategy has the highest specificity 0.8851 whilst the sen-
sitivity of the synthetic strategy is only 0.8446. Therefore, the under-sam-
pling is more efficient when sensitivity is required to be maximal. The
ability of ML techniques to detect the True Negative (legitimate) events,
defined by specificity, can play the second role in fraud detection. The
specificity is typically defined by a trade-off between the financial losses.

It can be seen in Table 1 that the oversampling strategy has a speci-
ficity of 0.9999 following after the synthetic strategy with a specificity
0.9890 and the under-sampling strategy with 0.9781.
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The overall accuracy was highest in the oversampling strategy 0.9995,
compared to 0.9781 of the under sampling and 0.9890 of the synthetic
strategies. The accuracy however plays the secondary role in imbalance
data problems.

Table 1.

Performances of the oversampling, undersampling, and synthetic strategies
in terms of the detection accuracy, sensitivity, and specificity

Method Accuracy Sensitivity Specificity
OverSample 0.9995 0.9779 0.9888
UnderSample 0.7770 0.8851 0.8446
Synthetic 0.9995 0.9781 0.9890

Discussion

The presented study aimed to experimentally test the performance
of ML strategies known in the literature on a benchmark representing a
real-world fraud detection imbalance problem. The use of a confusion
matrix for evaluation of the detection performance cannot be informa-
tive because of the imbalance data. For these reasons the experimental
results were analysed in terms of sensitivity and specificity.

The experiments have been conducted with Random Forest models
which allow practitioners to use a small number of model’s parameters.
The experiments were run with the number of decision trees in the ag-
gregated model as well as with another two parameters of aggregate ran-
domisation, specifically data sample and feature sampling rates.

Conclusions

Across the world there is a growing need to prevent losses caused by
frauds in payment transactions. Fraudulent transactions led to growing
financial losses. Machine learning (ML) and Data Mining techniques
have been shown to be efficient in improving the fraud detection accu-
racy in many applications described in the related literature.

This paper has proposed an experimental way of building ML solu-
tions to the problem aimed at minimising the financial losses by monitor-
ing the customer’s behaviour of using credit cards. The design is tested
on a public data set available for the research community in terms of
detection accuracy.
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In practice the ML fraud detection techniques require a retrospec-
tive transaction data showing the card holder’s behaviour. There are a
wide range of ML approaches used in credit card fraud detection. This
study was mainly focused on Random Forest applied to a real credit
card data set.

The RF models performed often better than the other ML techniques.
When data are imbalanced special strategies are required to deal with the
imbalance problem. Such applications as fraud detection require the anal-
ysis of True positive (sensitivity) and True negative (specificity) rates.

The study has shown that the use of the under-sampling strategy al-
lows the RF models to achieve a greater sensitivity on the imbalance
data. In practice the sensitivity plays the first role in planning efficient
strategies of fraud detection in credit cards.

The use of the RF models for detecting credit card fraud transactions
helps to analyse and provide practitioners with a new insight into data.
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